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Cray XT3/XT4 Cabinet 
at KnoxMakers



Titan - Cray XT7 (successor to Jaguar)



The Numbers

• 18,688 16-Core AMD Opteron Processors = 299,008 Normal CPU 
Cores

• 18,688 Kepler K20X Computational GPUs with 2688 compute cores 
each

• 200 Cabinets

• Theoretical Max of 27 Quadrillion Floating Point Operations per 
Second (FLOPs).  One PetaFLOP=1,000,000,000,000,000 FLOPs.  
Demonstrated 17 PetaFLOPs.



Wait!  There’s More
ORNL also is the host to two other world-class Crays:

Gaea (owned by NOAA)

Kraken (owned by University of Tennessee)

Partially replaced by a Cray XC30 (Intel Xeon Phi)



Server Room Tour

















Fastest? Says Who?
• Top500.org lists published twice a 

year

• Rankings are by FLOPs achieved on 
matrix calculations (linear algebra)

• Jack Dongarra is an author of 
LINPACK and a Distinguished 
Scientist at ORNL and UT

• Chinese Military system at 34 
PetaFLOPs is current No. 1. Titan is 
second at 17.59 PetaFLOPs.



GLIMMER-CISM = COMMUNITY ICE SHEET 
MODEL

Glimmer'Ice'Sheet'Model'calculates'
a'set'of'PDEs'for'ice'thickness,'
movement,'mass'balance,'mel<ng,'
calving,'land>ice'interface,....
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Solving PDEs



Components of a Cray



Processors

• I’m gonna speed up my gaming system by getting a Cray processor!

• Seymour Cray: “Anyone can build a fast CPU. The trick is to build a 
fast system.”



Cray 1

The National Center for Atmospheric Research (NCAR) was first official customer 
of Cray Research in 1977, paying US$8.86 million ($7.9 million plus $1 million for 
the disks) for serial number 3.  Over 80 machines were eventually sold.



Cray I Numbers
Cray 1A iPhone 3G

Clock 12.5 ns = 
80Mhz

412Mhz

Vector 
Registers

8 each 64 
elements long

Memory
1M 64-bit 
words of 
memory

32x more

FLOPs 80-160 
MFLOPs

7.5x faster

Weight 5.5 tons 1.46E-4 
tons



Cray Processors Summary

• Seymour Cray: “Computers should obey a square law -- when the 
price doubles, you should get at least four times as much speed.”

• Wanted to deliver 10x processor performance with each generation

• Forced development more exotic processors like Gallium-Arsenide

• Now commodity processors from AMD



Massively Parallel Computing

• Seymour Cray resisted the massively parallel.  “If you were plowing a 
field, which would you rather use: Two strong oxen or 1024 chickens?”

• By mid-90s compiler technology had improved to support Massively 
Parallel programming

• Started a new company to design his own MP machine.  Focused on 
communications and memory performance bottlenecks



















Massively Parallel Computing
Processors

1 processor, dual 
processors

Message Passing 
Interface (MPI)

Library and 
Function Calls

Cores 4, 6, 8, 16-cores
Threads, ForkJoin,  

OpenMP
Compiler 
Extensions

Vector Units 2-4 per core
SSE extensions, 
Vectorization

CPU Instructions, 
Compilers

GPUs 1500+ Cores CUDA, OpenACC Compilers

Debugging/Profiling Across tens of thousands of these processors

Scalable Problems or Algorithms can effectively utilize Massively Parallel Computing



Parallel Summary
• “In 1978, the first standard software package consisting of the Cray 

Operating System (COS), the first automatically vectorizing Fortran 
compiler (CFT), and the Cray Assembler Language (CAL) were introduced.” 

• Cray compilers are tuned and applicable only to a Cray.  Do remain cutting-
edge; e.g. OpenACC.

• MPI, OpenMPI, MPICH

• OpenMP, pthreads, .NET Language extensions

• GCC Compiler Suite

• CUDA is free to download from nVidia.  OpenCL is also free.



Interconnects
How to network and communicate between the parallel nodes?



3D Torus Interconnect
Cray T3D - Torus is the mathematical name for the shape of a doughnut



Interconnects Summary
• Seastar previous generation.  

Gemini current generation.

• Exotic and Unique to Cray 
supercomputers

• Seastar failed lose whole 
machine.  Gemini can reroute 
and recover.

• GigE switched network is 
good enough for most of us.



Data Storage

• Compute nodes are effectively netbooted and run from RAM disk (no 
local storage)

• Huge data sets required for initial data.

• Huge output storage and throughput requirements

• Huge potential bottleneck: Initial data loaded across all the compute 
nodes.  200,000 computers waiting for the hard disk!    

• Parallel file systems active area of research.  LUSTRE (lustre.org)



New Filesystem:  
20,160 2TB SAS Drives 
32 Petabytes 
1.2TB/s transfer rate. 

Current Filesystem:  
14K SATA Drives 
RAID6 8+2 redundancy 
10-20 Hard Drive Failures per month





Programming/Operating Systems
• Operating System - Used to be proprietary, 

now a version of Linux, Cray Linux 
Environment (CLE)

• Cray Compilers

• PGI: Portland Group, HPC support.

• Intel Compilers.  Multi-threading and 
vectorization.  Getting most out of CPU.

• Libraries - Many are open-source or free 
from universities: OpenMPI, OpenMP/
pthreads, CUDA, gcc compiler suite

• Debugging, Profiling, Development Tools, 
Optimized Libraries and Applications, and 
Visualization Tools



Power/Cooling/Infrastructure
• Integrated Cooling - Seymour Cray design feature.  Crays will not 

operate if the environment is unsatisfactory.  Environmental Interlock: 
story of frozen computer.

• Power - 8.3 MW for the LINPACK Top500 Run.  8300 KW * 1 hour = 
8300 KWh * $0.13/KWh = $1079/hr power bill ~ $26,000/day ~ 
$775K/month

• Thermal Efficiency 

• Constraint to Exascale.  1000-fold increase in computing power from 
petaflop.  8300 MW = 8.3GW

• Infrastructure and Maintenance of space to hold it



Summary
• Crays are wonderful machines, but are 

designed for scalable, scientific computation 
problems

• There are several exotic components, but the 
ones that impact us are commodities

• Our phones and computers are wonderful, 
little, parallel computers

• Most the software and resources used on the 
Cray are freely available

• Everybody can build their own Linux cluster 
and use the same software used on the Crays



Cray XT-3 at Makerspace



Cray XT-3 at the Dillow House



Power

• 3-Phase 208V.  Needed an electrician 
to install.

• Wants 100 Amp Circuit, We have 30 
Amp circuit

• Uses about 3.5KW, so about $0.60/
hour to run, $14.30 per day, $432/
month



Cooling and Space

• Discussions of using single-phase car fan

• Using the original, 2200 CFM fan on 3-phase motor

• 15 degree Fahrenheit temperature rise between incoming and exhaust 
air

• We have a 25’ x 50’ x 20’ (25,000 cubic feet) space at the Oak Ridge 
Entrepreneurial Center



Compute Blades = 4 Modules/Nodes

Seastar 
Interconnects

DDR2-8400 
Unbuffered ECC 
Memory

AMD 
2.3GHz CPU



Interconnects





Starting it up...















Questions?


